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**Задание 1.** Разработать программу численного решения задачи ортогонализации векторов (вычислить *QR*-разложение) методом Хаусхолдера. Пусть дана матрица *A*
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Для вычислений выбрать параметры:

1. *m* — номер в списке студенческой группы;
2. *n* — одно из чисел в пределах от 1 до 6.
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Вычислить и представить в отчёте следующие величины:
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2. Выходная (преобразованная) матрица ![](data:image/x-wmf;base64,183GmgAAAAAAAIADAAICCQAAAACTXwEACQAAAzICAAACAJUAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAoADCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///7r///9AAwAAugEAAAUAAAAJAgAAAAIFAAAAFAIQAT4BHAAAAPsC3v6DAAAAAACQAQAAAAEAAgAQU3ltYm9sAHZVP2bQQBIUdaBdNAAk2xgAQ0AOdUASFHUEAAAALQEAAAkAAAAyCgAAAAABAAAAKEQAAAUAAAAUAhAB7QIcAAAA+wLe/oMAAAAAAJABAAAAAQACABBTeW1ib2wAdlU/ZtBAEhR1IF80ACTbGABDQA51QBIUdQQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAACl9AAAFAAAAFAIAAYUCHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKBdNADw1xgAQ0AOdUASFHUEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAAxALwBBQAAABQCAAGZARwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAgXjQA8NcYAENADnVAEhR1BAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAbgC8AQUAAAAUAsABWAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAGA0APDXGABDQA51QBIUdQQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAEE/AAMFAAAAFAIAARYCHAAAAPsCIv8AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHZVP2bQQBIUdSBfNADw1xgAQ0AOdUASFHUEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAAtebwBlQAAACYGDwAfAUFwcHNNRkNDAQD4AAAA+AAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYGRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgCDQQADABwAAAsBAQEAAwABAwABAAIAg24AAgSGEiItAgCIMQAAAgCWKAACAJYpAAAAAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAHVVP2bQAAAKAEgAigEAAAAAmOEYAKxhDXUEAAAALQEAAAQAAADwAQEAAwAAAAAA), *R* и вектор *d*.
3. Евклидовы нормы вектор-столбцов матрицы *Q* (преобразованная матрица ![](data:image/x-wmf;base64,183GmgAAAAAAAIADAAICCQAAAACTXwEACQAAAzICAAACAJUAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAoADCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///7r///9AAwAAugEAAAUAAAAJAgAAAAIFAAAAFAIQAT4BHAAAAPsC3v6DAAAAAACQAQAAAAEAAgAQU3ltYm9sAHZVP2bQQBIUdaBdNAAk2xgAQ0AOdUASFHUEAAAALQEAAAkAAAAyCgAAAAABAAAAKEQAAAUAAAAUAhAB7QIcAAAA+wLe/oMAAAAAAJABAAAAAQACABBTeW1ib2wAdlU/ZtBAEhR1IF80ACTbGABDQA51QBIUdQQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAACl9AAAFAAAAFAIAAYUCHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKBdNADw1xgAQ0AOdUASFHUEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAAxALwBBQAAABQCAAGZARwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAgXjQA8NcYAENADnVAEhR1BAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAbgC8AQUAAAAUAsABWAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAGA0APDXGABDQA51QBIUdQQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAEE/AAMFAAAAFAIAARYCHAAAAPsCIv8AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHZVP2bQQBIUdSBfNADw1xgAQ0AOdUASFHUEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAAtebwBlQAAACYGDwAfAUFwcHNNRkNDAQD4AAAA+AAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYGRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgCDQQADABwAAAsBAQEAAwABAwABAAIAg24AAgSGEiItAgCIMQAAAgCWKAACAJYpAAAAAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAHVVP2bQAAAKAEgAigEAAAAAmOEYAKxhDXUEAAAALQEAAAQAAADwAQEAAwAAAAAA)).
4. Скалярные произведения последнего вектор-столбца c остальными столбцами матрицы ![](data:image/x-wmf;base64,183GmgAAAAAAAIADAAICCQAAAACTXwEACQAAAzICAAACAJUAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAoADCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///7r///9AAwAAugEAAAUAAAAJAgAAAAIFAAAAFAIQAT4BHAAAAPsC3v6DAAAAAACQAQAAAAEAAgAQU3ltYm9sAHZVP2bQQBIUdaBdNAAk2xgAQ0AOdUASFHUEAAAALQEAAAkAAAAyCgAAAAABAAAAKEQAAAUAAAAUAhAB7QIcAAAA+wLe/oMAAAAAAJABAAAAAQACABBTeW1ib2wAdlU/ZtBAEhR1IF80ACTbGABDQA51QBIUdQQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAACl9AAAFAAAAFAIAAYUCHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKBdNADw1xgAQ0AOdUASFHUEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAAxALwBBQAAABQCAAGZARwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAgXjQA8NcYAENADnVAEhR1BAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAbgC8AQUAAAAUAsABWAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAGA0APDXGABDQA51QBIUdQQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAEE/AAMFAAAAFAIAARYCHAAAAPsCIv8AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHZVP2bQQBIUdSBfNADw1xgAQ0AOdUASFHUEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAAtebwBlQAAACYGDwAfAUFwcHNNRkNDAQD4AAAA+AAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYGRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgCDQQADABwAAAsBAQEAAwABAwABAAIAg24AAgSGEiItAgCIMQAAAgCWKAACAJYpAAAAAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAHVVP2bQAAAKAEgAigEAAAAAmOEYAKxhDXUEAAAALQEAAAQAAADwAQEAAwAAAAAA).

**2. Входные данные**

m = 23, n = 3

**3. Ход работы**

1.Создание матрицы, соответствующей условию поставленной задачи.

2. Вычисление *w* и *H=H(w)=E−2wwT.*

3. Преобразование = *– 2wTwA,* получение первой компоненты вектора *d*, равной *A*[0][0].

4. Выполнение 3 шагов алгоритма:

Шаг *k, 1≤k≤n–1*. Строим матрицу отражения *Hk* порядка *n–k+1*, переводящую вектор размерности n–k+1

![](data:image/x-wmf;base64,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)

в вектор, коллинеарный вектору (размерности *n–k+1*):

Hk=En–k+1−2![](data:image/x-wmf;base64,183GmgAAAAAAAKADYAIACQAAAADRXwEACQAAA50BAAACAJQAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAqADCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///9gAwAAFQIAAAUAAAAJAgAAAAIFAAAAFAL0ALUCHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7////wFQqhAAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAVAC8AQUAAAAUAgMCLwEcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v////UVCnwAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAGtrfgG8AQUAAAAUAqABQAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v////AVCqIAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAHd3fgEAA5QAAAAmBg8AHgFBcHBzTUZDQwEA9wAAAPcAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg3cAAwAbAAALAQACAINrAAABAQAKAgCDdwADAB0AAAsBAAIAg2sAAAEAAgCDVAAAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0Awi4AigAAAAoAYAVmwi4AigABAAAA+NIZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=),

wk=, (5)

где ; если = 0, то *wk*=.

Умножим матрицу *A(k–1) (A(0) = A,* если *k = 1)* слева на ортогональную блочную матрицу

Qk= (6)

В результате получим матрицу

*A(k)=QkA(k–1)* (7)

у которой все поддиагональные элементы столбцов с первого по k-й равны нулю.

Имеем формулы преобразования элементов исходной матрицы:

*if k≥2: , 1≤i≤k–1, 1≤j≤n,*

*if k≥2:=0, k≤i≤n, 1≤j≤k–1,*

*![](data:image/x-wmf;base64,183GmgAAAAAAACADgAICCQAAAACzXwEACQAAAwgCAAACAJgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAiADCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///7X////gAgAANQIAAAUAAAAJAgAAAAIFAAAAFAL0AAwBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9bFgr/AAAKAAAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAKCnfALwBBQAAABQCAwJoARwAAAD7AiL/AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////hhYKwgAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAOiy3ALwBBQAAABQC9ABoARwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////WxYKAAAACgAAAAAABAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAayy8AQUAAAAUAgMC+QAcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///4YWCsMAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAMAAAAMgoAAAAAAwAAAGtuasKqAOcAvAEFAAAAFAKgAToAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9bFgoBAAAKAAAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABhLAADmAAAACYGDwAlAUFwcHNNRkNDAQD+AAAA/gAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgCDYQADAB0AAAsBAAIAg2sAAgCCOgACAINuAAIAgiwAAgCDagAAAQACAIIoAAIAg2sAAgCCKQAAAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAIIuAIoAAAAKAKUWZoIuAIoAAQAAAPjSGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)=![](data:image/x-wmf;base64,183GmgAAAAAAAGADgAIBCQAAAADwXwEACQAAA0ECAAACAJ0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAmADCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8gAwAANQIAAAUAAAAJAgAAAAIFAAAAFAL0AAwBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///8HFgrNAAAKAAAAAAAEAAAALQEAAAwAAAAyCgAAAAADAAAAKDEpAEsBawC8AQUAAAAUAgMCaAEcAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///60WCogAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAADostwC8AQUAAAAUAvQAaAEcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///wcWCs4AAAoAAAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAGssvAEFAAAAFAIDAvkAHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+tFgqJAAAKAAAAAAAEAAAALQEBAAQAAADwAQAADAAAADIKAAAAAAMAAABrbmqIqgDnALwBBQAAABQCoAE6ABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////BxYKzwAACgAAAAAABAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAYSwAAwUAAAAUAvQA6AEcAAAA+wIi/wAAAAAAAJABAAAAAQACABBTeW1ib2wAAODZUnfVGQQL/v///60WCooAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAC0svAGdAAAAJgYPADABQXBwc01GQ0MBAAkBAAAJAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAINhAAMAHQAACwEAAgCDawACAII6AAIAg24AAgCCLAACAINqAAABAAIAgigAAgCDawACBIYSIi0CAIgxAAIAgikAAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAHouAIoAAAAKAKkVZnouAIoAAAAAAPjSGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)−2(,wk)wk, k≤j≤n.*  (8)

Матрица *A*(*n–*1) является верхней треугольной матрицей — верхний треугольник которой есть матрица *R*.

Матрица *Q = Qn–1…Q2Q1.*

**4. Вывод программы**

Matrix A(0):

236 1 0 0

1 235 1 0

2 0 236 1

3 0 2 238

6 1 0 0

9 2 1 0

12 1 0 1

15 0 2 1

Matrix H(0):

-0.996 -0.00422 -0.00844 -0.0127 -0.0253 -0.038 -0.0506 -0.0633

-0.00422 1 -1.78e-05 -2.68e-05 -5.35e-05 -8.03e-05 -0.000107 -0.000134

-0.00844 -1.78e-05 1 -5.35e-05 -0.000107 -0.000161 -0.000214 -0.000268

-0.0127 -2.68e-05 -5.35e-05 1 -0.000161 -0.000241 -0.000321 -0.000401

-0.0253 -5.35e-05 -0.000107 -0.000161 1 -0.000482 -0.000642 -0.000803

-0.038 -8.03e-05 -0.000161 -0.000241 -0.000482 0.999 -0.000963 -0.0012

-0.0506 -0.000107 -0.000214 -0.000321 -0.000642 -0.000963 0.999 -0.00161

-0.0633 -0.000134 -0.000268 -0.000401 -0.000803 -0.0012 -0.00161 0.998

Matrix A(1):

-237 -2.14 -2.19 -3.13

-5.96e-07 235 0.995 -0.00663

-1.19e-06 -0.0133 236 0.987

-1.43e-06 -0.0199 1.99 238

-2.86e-06 0.96 -0.0277 -0.0398

-3.81e-06 1.94 0.958 -0.0596

-5.72e-06 0.92 -0.0554 0.92

-7.63e-06 -0.0995 1.93 0.901

d[0] = 0.999

Matrix H(2):

1 0 0 0 0 0 0 0

0 -1 5.65e-05 8.47e-05 -0.00409 -0.00826 -0.00392 0.000424

0 5.65e-05 1 -2.39e-09 1.15e-07 2.33e-07 1.11e-07 -1.2e-08

0 8.47e-05 -2.39e-09 1 1.73e-07 3.5e-07 1.66e-07 -1.79e-08

0 -0.00409 1.15e-07 1.73e-07 1 -1.69e-05 -8e-06 8.65e-07

0 -0.00826 2.33e-07 3.5e-07 -1.69e-05 1 -1.62e-05 1.75e-06

0 -0.00392 1.11e-07 1.66e-07 -8e-06 -1.62e-05 1 8.29e-07

0 0.000424 -1.2e-08 -1.79e-08 8.65e-07 1.75e-06 8.29e-07 1

Matrix A(2):

-237 -2.14 -2.19 -3.13

6.58e-07 -235 -0.989 0.0243

-1.19e-06 4.66e-09 236 0.987

-1.43e-06 9.31e-09 1.99 238

-2.86e-06 -3.58e-07 -0.0318 -0.0397

-3.81e-06 -7.15e-07 0.95 -0.0595

-5.72e-06 -3.58e-07 -0.0593 0.921

-7.63e-06 3.73e-08 1.93 0.901

Matrix H(3):

1 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0

0 0 -1 -0.00842 0.000135 -0.00403 0.000251 -0.00818

0 0 -0.00842 1 5.66e-07 -1.69e-05 1.06e-06 -3.44e-05

0 0 0.000135 5.66e-07 1 2.71e-07 -1.69e-08 5.51e-07

0 0 -0.00403 -1.69e-05 2.71e-07 1 5.06e-07 -1.65e-05

0 0 0.000251 1.06e-06 -1.69e-08 5.06e-07 1 1.03e-06

0 0 -0.00818 -3.44e-05 5.51e-07 -1.65e-05 1.03e-06 1

Matrix A(3):

-237 -2.14 -2.19 -3.13

6.58e-07 -235 -0.989 0.0243

1.28e-06 -2.3e-09 -236 -3

-1.42e-06 9.28e-09 -5.96e-07 238

-2.86e-06 -3.58e-07 1.12e-08 -0.0394

-3.8e-06 -7.15e-07 -1.79e-07 -0.0675

-5.72e-06 -3.58e-07 1.12e-08 0.921

-7.62e-06 3.72e-08 -4.77e-07 0.884

Matrix A(n-1) matrix:

-237 -2.14 -2.19 -3.13

6.58e-07 -235 -0.989 0.0243

1.28e-06 -2.3e-09 -236 -3

-1.42e-06 9.28e-09 -5.96e-07 238

-2.86e-06 -3.58e-07 1.12e-08 -0.0394

-3.8e-06 -7.15e-07 -1.79e-07 -0.0675

-5.72e-06 -3.58e-07 1.12e-08 0.921

-7.62e-06 3.72e-08 -4.77e-07 0.884

vector d : 0.999 0.00211 0.00422 0.00633 0.0127 0.019 0.0253 0.0317

Matrix R:

-237 -2.14 -2.19 -3.13

0 -235 -0.989 0.0243

0 0 -236 -3

0 0 0 238

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

Norms vector-columns of Q: 1 1 1 1 1 1 1 1

Norms vector-columns of A(n-1): 237 235 236 238

Q:

-0.996 -0.00422 -0.00844 -0.0127 -0.0253 -0.038 -0.0506 -0.0633

0.0048 -1 7.68e-05 0.000115 -0.00402 -0.00816 -0.00379 0.000576

0.0092 -9.49e-06 -1 -0.00836 0.000251 -0.00385 0.000485 -0.00789

-0.0126 5.77e-05 -0.00847 1 -0.000159 -0.000256 -0.000318 -0.000433

-0.0253 -0.00414 2.78e-05 -0.00016 1 -0.000498 -0.00065 -0.000801

-0.0379 -0.00834 -0.00419 -0.000257 -0.000497 0.999 -0.000977 -0.00122

-0.0506 -0.00402 3.75e-05 -0.00032 -0.00065 -0.000978 0.999 -0.0016

-0.0632 0.00029 -0.00845 -0.000435 -0.0008 -0.00122 -0.0016 0.998

Scalar products of the last column of Q and others: 5.96e-08 -5.24e-10 3.73e-09 4.07e-10 5.24e-10 1.4e-09 1.98e-09

Скалярные произведения последнего столбца матрицы Q с остальными близки к *0*. Т. к. последний столбец испытывает наибольшее влияние ошибок округления, из этого следует, что *Q* практически ортогональна, нормы векторов матрицы *Q* равны *1*, что говорит о достаточно высокой точности вычислений.

**5. Листинг**

// Hausholder.cpp: определяет точку входа для консольного приложения.

//

#include "stdafx.h"

#include <iostream>

#include <vector>

#include <cmath>

#include <iomanip>

using namespace std;

const int N = 3, M = 23;

vector<vector<float>> matrix(8);

vector<vector<float>> Q;

vector<float> d;

int sign(float x);

void generate\_matrix() {

matrix[0] = { 6 + 10 \* M, 1, 0, 0 };

matrix[1] = { 1, 2 + 10 \* M + N, 1, 0 };

matrix[2] = { 2, 0, 3 + 10 \* M + N, 1 };

matrix[3] = { 3, 0, 2, 5 + 10 \* M + N };

matrix[4] = { 2 \* N, 1, 0, 0 };

matrix[5] = { 3 \* N, 2, 1, 0 };

matrix[6] = { 4 \* N, 1, 0, 1 };

matrix[7] = { 5 \* N, 0, 2, 1 };

}

vector<vector<float>> generate\_I\_matrix(int size) {

vector<vector<float>> result(size);

for (int i = 0; i < size; ++i) {

for (int j = 0; j < size; ++j) {

if (i == j) {

result[i].push\_back(1);

}

else {

result[i].push\_back(0);

}

}

}

return result;

}

float calculate\_eukl\_norm(vector<float> const& v) {

float r = sign(v[0]) \* v[0];

for (int i = 1; i != v.size(); ++i) {

r \*= sqrt(1 + pow(v[i] / r, 2));

}

return r;

}

int sign(float x) {

return (x >= 0) ? 1 : -1;

}

vector<float> getColumn(int row, int column) {

vector<float> col;

for (int i = row; i < matrix.size(); ++i) {

col.push\_back(matrix[i][column]);

}

return col;

}

vector<float> getColumnFromM(vector<vector<float>> matrix, int row, int column) {

vector<float> col;

for (int i = row; i < matrix.size(); ++i) {

col.push\_back(matrix[i][column]);

}

return col;

}

void writeColumn(int row, int column, vector<float>& info) {

for (int i = row; i < matrix.size(); ++i) {

matrix[i][column] = info[i - row];

}

}

void writeW(int index, vector<float> w) {

d.push\_back(w[0]);

for (int i = index + 1; i < matrix.size(); ++i) {

matrix[i][index] = w[i];

}

}

vector<float> calculate\_w(vector<float> s) {

float normS = calculate\_eukl\_norm(s);

s[0] += sign(s[0]) \* normS;

normS = calculate\_eukl\_norm(s); //modifiedNorm

for (auto& x : s) {

x /= normS;

}

return s;

}

vector<float> calculate\_and\_write\_w(int index) {

vector<float> s = getColumn(index, index);

s = calculate\_w(s);

writeColumn(index, index - 1, s);

return s;

}

decltype(auto) multiplyWWt(vector<float>& w) {

vector<vector<float>> matrix(w.size());

for (int i = 0; i < w.size(); ++i) {

for (int j = 0; j < w.size(); ++j) {

matrix[i].push\_back(w[i] \* w[j]);

}

}

return matrix;

}

decltype(auto) calculate\_H(vector<float>& w) {

vector<vector<float>> wWt = multiplyWWt(w);

for (int i = 0; i < w.size(); ++i) {

for (int j = 0; j < w.size(); ++j) {

if (i == j) {

wWt[i][j] = 1 - 2 \* wWt[i][j];

}

else {

wWt[i][j] \*= -2;

}

}

}

return wWt;

}

vector<float> operator- (vector<float> const& v1, vector<float> const& v2) {

vector<float> result;

if (v1.size() == v2.size()) {

for (int i = 0; i < v2.size(); ++i) {

result.push\_back(v1[i] - v2[i]);

}

}

return result;

}

float operator\* (vector<float> const& v1, vector<float> const& v2) {

try {

if (v1.size() != v2.size())

{ throw "Error. Impossible to multiply"; }

}

catch (char\* s) {

cerr << s;

}

float result = 0;

for (int i = 0; i != v1.size(); ++i) {

result += v1[i] \* v2[i];

}

return result;

}

vector<float> operator\* (float n1, vector<float> v1) {

for (float& temp : v1) {

temp \*= n1;

}

return v1;

}

vector<vector<float>> operator\* (float n1, vector<vector<float>> m) {

for (int i = 0; i < m.size(); ++i) {

for (int j = 0; j < m[0].size(); ++j) {

m[i][j] \*= n1;

}

}

return m;

}

ostream& operator<< (ostream& os, vector<vector<float>> const& vec) {

for (auto x : vec) {

for (auto temp : x) {

os << setprecision(3) << setw(10) << temp << " ";

}

os << endl;

}

return os;

}

ostream& operator<< (ostream& os, vector<float> const& vec) {

for (auto x : vec) {

os << x << " ";

}

cout << endl;

return os;

}

//multiply only matrix of the same size. Different sizes are not supposed.

decltype(auto) operator\*(vector<vector<float>> const& v1, vector<vector<float>> const& v2) {

vector<vector<float>> result(v1.size());

if (v1.size() == v2.size()) {

for (int i = 0; i < v1.size(); ++i) {

for (int j = 0; j < v2[0].size(); ++j) {

//get column

vector<float> columnV2;

for (auto x : v2) {

columnV2.push\_back(x[j]);

}

result[i].push\_back(v1[i] \* columnV2);

}

}

}

return result;

}

vector<float> operator\* (vector<float> const& v1, vector<vector<float>> const& v2) {

vector<float> result, col;

for (int i = 0; i < v2[0].size(); ++i) {

for (int j = 0; j < v2.size(); ++j) {

col.push\_back(v2[j][i]);

}

result.push\_back(v1 \* col);

col.clear();

}

return result;

}

//multiplying col \* row

vector<vector<float>> operator\* (vector<vector<float>> m, vector<float> v) {

vector<vector<float>> result(m.size());

for (int i = 0; i < m.size(); ++i) {

for (int j = 0; j < v.size(); ++j) {

result[i].push\_back(m[i][0] \* v[j]);

}

}

return result;

}

vector<vector<float>> operator- (vector<vector<float>> m1, vector<vector<float>> m2) {

for (int i = 0; i < m1.size(); ++i) {

for (int j = 0; j < m1[0].size(); ++j) {

m1[i][j] -= m2[i][j];

}

}

return m1;

}

vector<vector<float>> transposeVec(vector<float> vec) {

vector<vector<float>> result(vec.size());

for (int i = 0; i < vec.size(); ++i) {

result[i].push\_back(vec[i]);

}

return result;

}

int main() {

generate\_matrix();

cout << "Matrix A(0):\n" << matrix << endl;

auto w = calculate\_w(getColumn(0, 0));

vector<float> x1 = w \* matrix;

vector<vector<float>> y1 = transposeVec(w) \* x1;

y1 = 2 \* y1;

matrix = matrix - y1;

d = w;

Q = calculate\_H(w);

cout << "Matrix H(0):\n" << Q << endl;

//point 1

cout << "Matrix A(1):\n" << matrix << endl;

cout << "d[0] = " << d[0] << endl << endl;

for (int k = 1; k < matrix[0].size() - 1; ++k) {

vector<float> w = calculate\_w(getColumn(k, k));

vector<float> wCopy(8 - w.size());

for (float temp : w) {

wCopy.push\_back(temp);

}

vector<float> x = wCopy \* matrix;

vector<vector<float>> y = transposeVec(wCopy) \* x;

y = 2 \* y;

matrix = matrix - y;

auto Hk = calculate\_H(w);

auto Hn = generate\_I\_matrix(8);

int firstI = matrix.size() - Hk.size();

for (int i = firstI; i < matrix.size(); ++i) {

for (int j = firstI; j < matrix.size(); ++j) {

Hn[i][j] = Hk[i - firstI][j - firstI];

}

}

Q = Hn \* Q;

cout << "Matrix H(" << k + 1 << "):\n" << Hn << endl;

cout << "Matrix A(" << k + 1 << "):\n" << matrix << endl;

}

//point 2

cout << "Matrix A(n-1) matrix:\n" << matrix;

cout << "vector d : " << d;

cout << "Matrix R:\n";

for (int i = 0; i < matrix.size(); ++i) {

for (int j = 0; j < matrix[0].size(); ++j) {

if (i > j) { cout << setprecision(3) << setw(10) << 0 << " "; }

else { cout << setprecision(3) << setw(10) << matrix[i][j] << " "; }

}

cout << endl;

}

cout << endl;

//point 3

vector<float> temp;

cout << "Norms vector-columns of Q: ";

for (int i = 0; i < 8; ++i) {

for (auto& q : Q) {

temp.push\_back(q[i]);

}

cout << calculate\_eukl\_norm(temp) << " ";

temp.clear();

}

cout << endl << endl;

cout << "Norms vector-columns of A(n-1): ";

for (int i = 0; i < matrix[0].size(); ++i) {

cout << calculate\_eukl\_norm(getColumn(0, i)) << " ";

}

cout << endl << endl;

cout << "Q: \n" << Q << endl;

//point 4

cout << "Scalar products of the last column of Q and others: ";

temp = getColumnFromM(Q, 0, Q.size() - 1);

for (int i = 0; i < Q[0].size() - 1; ++i) {

cout << setprecision(3) << setw(12) << temp \* getColumnFromM(Q, 0, i);

}

cout << endl;

system("pause");

return 0;

}